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[linroroBka 3M11CHIOBAJIACh Ha Kkadenapi KOMIT  FOTEPHUX HayK
3axiIHOYKpaTHCHKOTO HAI[IOHAIBHOTO YHIBepcUTeTy MIiHICTepCcTBa OCBITH 1 HAyKH
Ykpainu.

VY nucepraiiifHiii poOOTI PO3MISIHYTO HAYKOBO-TEXHIYHE PO3POOJEHHS METOJIB
CTPYKTYpHOI Ta mMapaMeTpu4HOi 1AeHTU]IKALll I1HTEPBAIBHUX MOJECJIEH CHCTEM
MPOTPAMHUMHU areHTaMHd METACBPECTHYHOTO aJITOPUTMY  OJDKOJMHOI  KOJIOHIT Yy
cepeaouni NVIDIA CUDA. Metowo aucepTaiiiiHoi poOOTH € 3HM)KEHHS 4acOBOi
CKJIQJHOCTI METOMIB CTPYKTYpHOI Ta MapaMeTpU4YHOl 1AeHTU(]IKAlli IHTEPBATBLHUX
MOJIeNIel CHCTEeM IMPOTPaMHUMHU areHTaMH METAeBPECTUYHOTO aJTOPUTMY OJIKOIUHOT
koJioHii y cepenosuiiii NVIDIA CUDA.

VY BCTymi, HABEIEHO aKTyaJbHICTh TEMHU AUCEPTALIAHOTO JOCIIKEHHS, METa Ta
OCHOBHI 3aBJIaHHs, a TAKOXK HAYKOBAa HOBHM3HA Ta MPAKTUYHA 3HAUTYIIICTh.

Y  mepmioMy  po3aium  TPOBEASHO  JICTAJbHUM  ODIST  IpoOJIeMaTHKU
imeHTrU(iKaIliero 1HTEpBAIBHUX MoOJieNiel cucTeM. B mepriomy miapo3auii po3riisiHyTO
0COOJIMBOCTI MOOYIOBU 1HTEPBAIBLHUX MoOJeneil cucteM. JlocmimkeHo, Mo iHTepBaIbH1
MOJIENII CHCTeM 3a0e3MeduyloTh SBHE W MaTeMaTUYHO KOPEKTHE TMpeACTaBICHHS
HEBU3HAUYCHOCT1 y MapameTpax 1 BXIJHUX BIUIMBAaX, HAJIalOTh MOXJIMBICTh OI[IHIOBATH
CTIMKICTB 1 Mpalne3fgaTHICTh CUCTEMH MIOJ0 30ypeHb 1 MoXubok. B HacTymHil yacTuHi
pO3AUTYy PpO3MVISIHYTO METOAM TapamMeTpuyHOl Ta CTPYKTYpHOI i1AeHTU(IKaIii
IHTEpBAJIbHUX MoJeJied cucteM. BusBieHo OOMEXEHHS ICHYIOYHUX METOIB
imeHTUdIKaIii y BUMAAKy NTUCKpPETHHX Mojeneil. [lokazaHo, mo Takoro TUIly 3amadi
MarTh NP-ckmannicte. OOrpyHTOBaHO AOUIIBHICTh 3aCTOCYBaHHS METACBPUCTHUHUX

METO/[IB KOJIEKTUBHOTO IHTEJNEKTY SK IHCTPYMEHTY TIJ00albHOI ONTHUMI3AIl] AJis
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imeHTudikaiii 1HTEpBAJILHUX MOJCIEH cucTeM. 30Kpema, OOIPYHTOBAHO BHUOIp
aNTrOpUTMY OJKOJIMHOT KOJIOHIT, IK 0a30BOT0 /IS MOJAJIBIIOT peatizalii 3aBasIKu Horo
3MQTHOCTI MIATPUMYBATH MHOXKHMHY TEPCHEKTUBHUX pillleHb, OajaHCyBaTH MIiX
MOIITYKOM HOBHX 00JIacTe 1 JOKaJIbHUM YTOUHEHHSIM Ta IHTEPIPETYBATHUCS K CUCTEMA
areHTiB, MPUAATHUX [0 MOJAJbIIOI MPOrpaMHOI peamizalii. Y 3akiIOYHId YacTHHI
pO3AlTy OMUCAaHO MPHUKIAAHI 3aaadi, MO OyIyTh BHKOPUCTOBYBATHCS IS ampoOartii
pO3poOJICHMX  METOMIB  ieHTU(]IKAIli  IHTepBaJIBHUX  MOJEJICH  CHCTEM, Ta
chopMyIIbOBAaHO HAYKOBO-TEXHIYHE 3aBJaHHSA, METy Ta 3aBIaHHS JUCEpPTAIliifHOTO
JIOCITIJIPKEHHSI 1 HaBEJIEHO BHMCHOBKHM Ha TIJCTaBl MPOBEICHOTO OTJISALY JITepaTypHHUX
JoKepell. 3BaKalouu Ha IMPOBEJACHUM aHall3 METOJIB CTPYKTYpPHOI Ta MapaMeTpU4HOi
imeHTudikamii  Mojeraeld CcucTeM 1 BUSBICHI OOMEXKEHHS KIACUYHUX METO/IIB
ineHTudikamii Oyyio OOrpyHTOBAaHO JOIIIBHICTH 3aCTOCYBAaHHS METAaCBPUCTUUYHHUX
METO/IB KOJIEKTHBHOI'O IHTEJEKTY $AK IHCTPYMEHTY TJI0O0ANbHOI ONTUMIZAIll s
1meHTU(dikailii iHTepBaIbHUX MOJIETICH.

Y npyromy po3aun TpoBEASHO aHajli3 (OpMabHOrO MPEACTABICHHS 3aaad
napamMeTpuyHOl 1 CTPYKTYpHOi 1AeHTU(IKalli I1HTEpBAaIbHUX MOJEIEH CHCTEM.
Oo6rpynroBano BuOip TexHosorii NVIDIA CUDA nns opranizaiiii MyJabTHareHTHOI
CUCTEMH 1eHTH(]IKaLIi 32 PaXyHOK MAacOBO MapajelbHUX OOYHUCIEHb Ha TpadiuHUX
nporecopax. OnucaHo MeToJ MapajaeIbHUX 00UHMCIICHB 1IeHTUdiKaIli 3 3aCTOCYBaHHSAM
anropuTMy OJ1KOJIMHOT KOJIOHIT 1 cpopmoBano riopunny cxemy CPU-GPU oGuucrnens,
ne yci kepyBanbHO-soriuHi pa3zu ABK Bukonyrortbes Ha CPU, a GPU Bianosinae 3a
MacoBO-TapasnenbHe oouncineHHs GyHKIii MeTu 1 HabopiB kauAuaatiB. [IpeacrasieHo
yHIBepCaIbHUI NIa0JI0H siipa OIMIHKYA (PYHKI[T METH 3 JMHAMIYHOIO CIICIali3aIli€lo Ta
KOMITUTALIIEIO 1] KOHKPETHY MPUKIAIHY MOJAEIb. Y LOMY K PO3/LJi, CIIHUPAIOYNUCh Ha
pO3pOOICHUIT METON TMapajelbHUX OOuYMCIeHb 1MeHTU(IKAIli 3 3acCTOCYyBaHHSIM
anropuTMy OJ1K0JIMHOI KOJoHIi 1 T10puaHoi cxemu CPU-GPU o6uuciienb mpeacTaBieHo
aIropuTMiuHe 3a0e3MedYeHHs MapaMeTpuyHOi Ta  CTPYKTYpHOI  iAeHTHdIKallil
IHTEpBAJILHUX MOJENEH CHCTeM MPOTrpaMHUMU areHTaMu OJKOJIMHOI KOJOHII Yy

cepenopuiii NVIDIA CUDA.
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VY TperboMy po3aiii OOIPYHTOBAHO apXITEKTYpPHI PIllICHHS MPOTPAMHOI CUCTEMHU
imeHTudikamii 1HTEpBaJIBLHUX MOJIeJIed Ha OCHOB1 aJIrOpUTMYy OJKOJMHOI KOJIOHII.
Omnucano TpupiBHEBa OpraHizallil0 MPOrpaMHOI CUCTEMH — iHTepdeic KopHucTyBaya,
anroputMmiuyHa 616si0Teka Ta oouncmoBaibHuii CUDA Oekena. B nmpooBxkeHi po3ainy
ornucano UML-pgiarpamu, mo GopmanizyloTh SK CTaTUYHY CTPYKTYpY, TaK 1 JUHAMIKY
cucremu. KOMMOHEHTHI Ta KJIacoBI MOJeNi BigoOpakaloThb MeEX1 BiAMOBIAAIBHOCTI
MO/TYJIIB 1 KJIFOUOB1 KOJIa00pallii; JiarpaMu CTaHIB OITUCYIOTh )KUTTEB1 UK KOHTpOJIepa
ABK 1 CUDA-BuKkoOHaBISI 3 SIBHUMU TOYKaMHU BIJHOBJIEHHS Ticiis 3001B; aiarpama
MOCJIIJIOBHOCTEN TMOKa3ye KOHBEEP MAKETHOTO OIIHIOBAHHS Ta MICI HaKJIaJdaHHS
onepariiii. Komm’rotepHe cepenoBulie peaiizoBaHe 3 TrpadiuHum iHTEpdeiicoMm, 110
MIATpUMY€ KepyBaHHs poekTamu, iMnopt/excriopT CSV/JISON, Baniaiiito napaMeTpis,
Bi3yalli3allito mnepediry MOIIyKy Ta pe3ysbTaTiB y peajbHOMY 4Yaci, NMpodiItoBaHHS.
BinokpeminenHs rpadiyHoro iHTepdeiicy Biag 0O0YMCIIOBATIBHOI 010J10TEKHM CIOPOCTUIIO
CYNpOBIJ 1 3a0€3MeUnI0 MOKJIMBICTh MOAANBIIOIO NEPEXOAY A0 KPOCIUIATGPOPMHUX
iHTepdeiciB 6e3 3MIH aNroOpuTMIYHOT 4YacTWHU. B 3aBepmianbHIA YacTHHI PO3IUTY
OMMCAHO Ppe3YyJbTaTH JOCHIIKEHHS YacOBOI CKJIAJHOCTI PO3pPOOJICHMX METOMIIB 1
nporpamMHux 3aco0iB. [TokazaHo, 1110 B 3aJI€KHOCTI Bl CKJIAIHOCTI MOJIEN 1 pO3MIPHOCTI
excrepuMeHTanbHux nanux, GPU-peanmizanis 3a0e3nedye CKOpOYEHHsS 4Yacy iTeparfii
anroputMmy OmKoIMHOI KoJIOHIT mopiBHsAHO 3 CPU-peanizaiiero. 3anponoHOBaHO Ta
OOTpyHTOBAHO BHOIP ONTHUMAJIBLHOIO TapamMeTpa YHCEIbHOCTI OJKOJMHOI KOJOHI1
3aJIEKHO BiJ] pO3MIpHOCTI 3a1a4i. Ha npukiagax moOy10BU IHTEPBATILHUX MOJICNEH ISt
€KOJIOTIYHOTO MOHITOPUHTY BCTAaHOBJIEHO 3aKOHOMIPHICTh, IO IS MOJEeH Majoi
po3MmipHOCTI (2-3 Koe(iIieHTH) 3acTOCYBaHHsS 3alpPOIIOHOBAHOI TEXHOJOTIi Ta
OOYHUCIIOBAILHUX METOAIB € HepalioHambHuM. Ilpu 3pocTaHHi PO3MIPHOCTI
iHTepBagbHOI Mojaen a0 10 koedimieHTIB Ta Tpu BUOOPI ONTUMAIBHOTO MapaMeTpa
YUCEIBLHOCTI OJKOMMHOT KoJIoHIT — 4096 — crocTepiraeTbCs 3MEHIIEHHS 4YacoBOl
CKJIQJTHOCTI 3aCTOCYBaHHS 3alPOMOHOBAHOT TEXHOJIOTIT Ta 0OYUCIIIOBAIBHUX METO/IB B
noHan 45 pasiB. BcraHoBieHo, HI0 YMM BHINA PO3MIPHICTH 3ajayi, TUM BHUIIA

€(hEeKTUBHICTh 3aCTOCYBaHHS 3alIPOTIOHOBAHOT TEXHOJIOT11 Ta 00UHCIIIOBAILHUX METO/IIB.
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B uwerBeproMy po3aiial  HaBENEHO pe3ydbTaTh  anpoodariii  po3poOIieHoi
KOMITIOTEPHOT'O CepeJIoBHINA 1JIeHTH(IKAIli 1HTEPBAJIbHUX MOJIENICH CHUCTEeM IS
NPUKIATHUX 3a/1a4 €KOJIOTTYHOTO MOHITOPUHTY, OLIIHIOBAaHHS JOCTOBIPHOCTI KOHTEHTY
Ta pealuTiTalli MAlIE€HTIB 3 MOPYIICHHSM PYXJIUBOCTI BEPXHIX KiHIIBOK. Crepury
PO3TIITHYTO TPHUKIAAHI 3a7a4l €KOJOTIYHOTO MOJCTIOBAaHHS IIKIJJIMBUX BHUKHUJIIB
aBTOTPAHCIIOPTY, a caMe MO0y/I0Ba OJHOBUMIPHOI MOJIENi TONIMPEHHS KOHIICHTPAIIii
OKHUCY BYTJICIIO MEPHEHIUKYISIPHO 0 JTOPOKHBOTO IMOJIOTHA 1 MOOY/10Ba ABOBUMIPHOI
MOJIEN1 PO3MOIiITY KOHLIEHTpaIlil JIOKCUAY a30Ty, 0€3 ypaxyBaHHs HOro MOIIMPEHHS Ha
KBaJpaTHIA JiasHII Ha BUCOTI 1,5 Ham AopokHIM MojoTHOM. Jlam po3risHyTO
MOJICIIIOBAHHSI TIOPTPETY KOPUCTYBaya COIiaIbHOI HOBUHHOT MepexKi. Pe3oHaHCHI Temu
MOKYTh BHKJIHKATH BHOYXOBI CIUIECKH aKTHMBHOCTI. ¥ TaKOMY BHIIaJKy 3pPOCTa€ PU3UK
nommpeHHs HeKiB YU MaHIMyJIATUBHOTO KOHTEHTY 4epe3 MiJABUIICHY eMOIINHICTh. Y
H1JCYMKY, OCOOJIMBICTIO TAKUX CHUIBHOT € T€, IO IXHIM «IOPTPET» CUIBHO 3MIHIOETHCS
3aJIE’KHO B1J] XapaKTepy HOBHUH 1 KOHTEKCTY, B SKOMY BOHHU 3’ ABJISIIOThCS. Ha 0CHOBI 1aHOi
0COOJIMBOCTI TIOOYZ0BAHO 1HTEPBAJIIbLHY MOJEINb, SIKA HaJa€ MOKIHUBICTH OI[IHIOBaHHS
JIOCTOBIPHOCTI KOHTEHTY, IKUI pO3MIILYETHCS B 3a3HAYEHIN Mepeki. TakoK pO3riasHyTO
npoiiec peaduTiTallii maie€HTIB 3 TOPYIICHHIM PyXJIMBOCTI BEPXHIX KiHIIBOK. [laiieHT, B
SKOTO € MPOOJIEMH 3 pyXaMu BEpPXHiX KIHIIBOK, MPOXOJUTH peaduIiTallito, mijJ yac ssKoi
¢1310TepaneBTH BUMIPIOIOTH KJIFOYOB1 KYTH 3TUHY Cyri001B BEpXHiX KiHI[IBOK. Ha ocHOBI
[IUX JaHUX MOOyJ0BaHA MOJIETl MHAMIKK BIJHOBJICHHS KYTIB PYXJHBOCTI CyIJIOO1B
BEpXHIX KIHIIBOK. JlaHa MaremaTWyHa MOJENb Ja€ 3MOTy TepamneBTaM BIJICTEKYBaTH
BIIXWJICHHS BiJ] MPOTHO3Y Ta KOPETYyBaTH CEaHCH IJIs MEepCOHai3aIii JIKyBaHHS, 1110
JoTIoMarae IiaHyBaTd Kypc peaOuTiTaiii Ta 3MEHIIYBaTH 3arajbHy TPUBAJIICTh Ha 15-
20%.

[IpakTiuHe 3HAYEHHS OTPUMAHUX pE3YJbTaTIB TMOJSITAE y  PpoO3pooiii
KOMIT FOTEPHOTO CEpeIOBHUIIa Ui MAaTEeMAaTHYHOTO MOJETIOBAaHHS CHCTEM Ha OCHOBI
aHaii3y IHTEPBAJIbHUX J@HUX, $KE Ha BIAMIHY BiJ ICHYIOUHX, IMIUIEMEHTYE
1HTEpIpeTaTop Oa3uCHUX (PYHKIIN 1711 mOOyJ0BH MoOeled Ta 00’€qHye mapajieibHe

(GyYHKIIIOHYBaHHSI TPOTPAaMHUX areHTIB 1 iX JUHAMIYHY KOMIIUIAILIIO, IO Y CYKYITHOCTI
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CIPOIIY€E JOCTYIl KOPUCTYBada J0 MOJIYJIIB 1HTEPBAJIBHOIO MOJCIIOBAHHS Ta 3HIKYE
JaCcOBY CKJIAJHICTh TOOYIOBH MOJICIICH.

KarouoBi cjoBa: iHTEpBaNbHI MOJETI CHCTEM, MaTeMaTHYHa MOJIEb,
napaMeTpuyHa 1eHTUdIKaIls, CTPYKTypHa 1AeHTH(IKAIlis, IMOBEIIHKOBA MOJICIb
O/DKOJIMHOT KOJIOHI1, 1HTepBanbHUUM aHami3 nmannx, GPU, mapamensHi 0O0YMCIICHHS,
NVIDIA CUDA, o0uucnioBanbHe MOJICTIOBAHHS, METOIW ONTUMI3aIlii, 1HIyKTHBHE
MOJICITFOBAHHS, aJITOPUTMH POHOBOTO 1HTCIICKTY.

MEPEJIIK OITYBJIIKOBAHUX ITPAILIb 3A TEMOIO TUCEPTAIIII

Hayxosi npayi, 6 sikux onyoniko8ano oCHO8HI HAYKO8I pe3yibmamu oucepmayii
I. M. Dyvak, P. Tyande, O. Kindzerskyi “Mathematical Model of a Social Network

User Profile Based on Interval Data Analysis,” International Journal of Computing, vol.
24,no. 3, pp. 452-459, Oct. 2025. ISSN: 2312-538, (0,6 n.a./ 0,2 1.a.; 0COOMCTHI BHECOK:
noOysioBa MaTreMaTuyHOI Mojeli mnpoduist KOpPUCTyBaua COLIAIBHOI MeEpexi 3a
JIOTIOMOT'O0 JITOPUTMY OJ1KOJIMHOT KOJIoH11). doi:10.47839/1jc.24.3.4182

Url: https://computingonline.net/computing/article/view/4182

2. M. JluBak, O. Kinazepcekuii “ApxiTekTypa TpOrpaMHOrO 3a0e3MeyeHHs
CTPYKTYpHOi Ta mapamMeTpu4Hoi i1JeHTU(IKaIli Ha OCHOBI aJrOPUTMY IITYYHOI
0/15K0JIMHOI KOJIOHIT 3 BuKOpucTanHsIM TexHouorii NVIDIA CUDA,” HayxklIIpaui BHTY,
Bun. 2, Yep 2025, ISSN: 2307-5376, (0,7 nm.a. / 0,4 n.a.; ocoOMCTH BHECOK:
CIIPOEKTOBAHO MYJIbTHAr€HTHY apXiTEKTypy MPOrpaMHOro 3a0e3neyueHHs 1eHTUdIKaii
IHTEepBaJIBLHUX MOJEJIC CHUCTEM Ha OCHOBI areHTIB aJTOPUTMY OJKOJIMHOI KOJIOHIT).
do1:10.31649/2307-5376-2025-2-41-50 Url:

https://praci.vntu.edu.ua/index.php/praci/article/view/837

3. M. JluBak, O. Kinmsepcekuii “‘/locmimkeHHs e(pEeKTUBHOCTI MapaielbHOl
OOYHUCITIOBANILHOT CXeMH 1IeHTH(IKAL]l ITHTEPBAIbHUX JUCKPETHUX MOJEJEH Ha OCHOBI
poitoBoro iHTenekty” Tom 331 Ne 1 (2024): BicHuk XMEIbHUIIBKOTO HAIIOHATEHOTO
yHiBepcurety. Cepisi: Texuiuni Hayku, ¢.29-37 (0,8 n.a. / 0,5 a.a.; ocobucTuil BHECOK:
noOy10Ba MaTEMaTUYHUX MOJENIEN IIKIJUIMBUX BUKHU/IIB aBTOTPAHCIIOPTY, JOCIIIPKEHHS
94acoBOiI CKJIAJHOCTI IMOCIHIJOBHOI Ta MapaneilbHO peaji3alii METOMAIB MapamMeTpU4HOl

imenTudikarii), doi:10.31891/2307-5732-2024-331-3, ISSN: 2307-5732 Url:


https://computingonline.net/computing/article/view/4182
https://praci.vntu.edu.ua/index.php/praci/article/view/837

https://heraldts.khmnu.edu.ua/index.php/heraldts/issue/view/2

Hayxosi npayi, siki 3aceiouyioms anpobayito mamepianie oucepmayii
4. M. Dyvak, O. Kindzerskyi “Implementation of the structural identification for
interval models based on the behavioral model of an artificial bee colony,” 2025 15th
International Conference on Advanced Computer Information Technologies (ACIT),
Sibenik, Croatia, 2025, pp.98-101, (0,45 n.a./ 0,3 1.a.; ocoOucTHiI BHECOK: peai30BaHO
METO/I CTPYKTYpPHOI ifeHTHdIKAIil 3 BUKOPUCTaHHIM po3pobieHoro panime CUDA
pimieHHss napameTpuuHoi 1aeHTugikanii), doi:10.1109/ACIT65614.2025.11185828,
ISSN: 2770-5218
3. M. Dyvak, N. Petryshyn, O. Kindzerskyi, O. Papa, Y. Franko and O. Opalko,
"Modeling of the Efficiency of Electricity Generation Processes by a Solar Power Plant
Research Using the Example of a 570 W Model," 2025 15th International Conference on
Advanced Computer Information Technologies (ACIT), Sibenik, Croatia, 2025, pp. 92-
97, (0,5 n.a. / 0,1 m.a.; ocobucTuii BHECOK: MOOY0Ba MaTEeMaTUYHOI MOJIEJ1 MPOIIECIB
redepaiiii enekrpoeneprii), doi: 10.1109/ACIT65614.2025.11185608, ISSN: 2770-5218
6. M. Dyvak, O. Kindzerskyi “Implementation of Parallel Computation for
Identification of Interval Models based on Multi-core Parallelism and CUDA
Technology,” 2024 14th International Conference on Advanced Computer Information
Technologies (ACIT), 2024, pp.72-76, (0,5 nm.a. / 0,3 m.a.; ocoOMCTHII BHECOK:
peaizoBaHO NapajieabHO O0YUCITIOBAILHY cXemy inentudikaiii as mapaienbaunx CPU
notokiB Ta st CUDA texnomorii), doi: 10.1109/ACIT62333.2024.10712545. ISNN:
2770-5218
7. M. Dyvak, I. Spivak, T. Dyvak, O. Kindzerskyi “Modeling the Interaction of
Unmanned Aerial Vehicles in a Swarm as an Object with Distributed Parameters,” 2024
14th International Conference on Advanced Computer Information Technologies
(ACIT), 2024, pp.60-66., (0,6 m.a. / 0,1 m.a.; ocoOUCTHII BHECOK: IMOOYI0BAHO
MaTeMaTU4YHy MOJENb PO3MILIEHHS poro BILTA),
doi:10.1109/ACIT62333.2024.10712502. ISSN: 2770-5218
8. M. Dyvak, O. Kindzerskyi, L. Dostalek, M. Stetsko and J. Nowak ‘“Parallel

Computations in the Problem of Identification of Interval Discrete Models based on


https://heraldts.khmnu.edu.ua/index.php/heraldts/issue/view/2

8
Swarm Intelligence of a Bee Colony,” 2023 13th International Conference on Advanced
Computer Information Technologies (ACIT), 2023, pp. 23-28, (0,6 n.a. / 0,3 n.a.;
0COOMCTHI BHECOK: 3aIIPOMIOHOBAHO MapajieIbHO OOYUCITIOBAIBHY CXEMY 11eHTU(IKAIlil
Ha OCHOBI airoput™my OJKoJMHOI KoJoHIT), doi: 10.1109/ACIT58437.2023.10275695,
ISSN: 2770-5218



ANOTATION

Kindzerskyi O.V. Identification of Interval System Models by Bee Colony Software
Agents in the NVIDIA CUDA Environment. — . Scientific work on the rights of the
manuscript.

Thesis for the degree of Doctor of Philosophy in the specialty 121 — Software
Engineering — West Ukrainian National University, Ternopil, 2026.

The research was carried out at the Department of Computer Sciences of the West
Ukrainian National University, Ministry of Education and Science of Ukraine.

The dissertation addresses the scientific and technical problem of development of
methods for structural and parametric identification of interval system models using
software agents of the metaheuristic Artificial Bee Colony (ABC) algorithm in the
NVIDIA CUDA environment. The aim of the dissertation is to reduce the time
complexity of structural and parametric identification methods for interval system models
by employing software agents of the metaheuristic ABC algorithm in the NVIDIA CUDA
environment.

In the introduction, the relevance of the dissertation topic is substantiated, the
purpose and main objectives are stated, and the scientific novelty and practical
significance are outlined.

The first chapter provides a detailed review of the issues related to identifying
interval system models. The first subsection discusses the specifics of constructing
interval system models. It is shown that interval models ensure an explicit and
mathematically correct representation of uncertainty in parameters and input influences
and enable assessment of a system’s stability and operability under disturbances and
errors. In the next part of the chapter, methods for parametric and structural identification
of interval system models are considered. The limitations of existing identification
methods for discrete models are identified. It is shown that problems of this type are NP-
complex. The expediency of applying swarm-intelligence-based metaheuristic methods
as instruments of global optimization for identifying interval system models is
substantiated. In particular, the Artificial Bee Colony algorithm is justified as the baseline

for further implementation due to its ability to maintain a set of promising solutions,
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balance exploration of new regions with local refinement, and be interpreted as an agent-
based system suitable for subsequent software implementation. In the concluding part of
the chapter, application problems to be used for validating the developed methods for
identifying interval system models are described, and the scientific and technical task, the
purpose, and the objectives of the dissertation research are formulated, together with
conclusions based on the literature review. Given the analysis of structural and parametric
identification methods and the identified limitations of classical identification techniques,
the expediency of applying swarm-intelligence metaheuristic methods as tools for global
optimization in interval model identification is justified.

In the second chapter, an analysis of the formal representation of the problems of
parametric and structural identification of interval system models is carried out. The
choice of NVIDIA CUDA technology for organizing a multi-agent identification system
through massively parallel computations on graphics processors is substantiated. A
method for parallel identification computations using the Artificial Bee Colony algorithm
1s described and a hybrid CPU-GPU computation scheme is developed, in which all
control-and-logic phases of the ABC algorithm are executed on the CPU, while the GPU
1s responsible for massively parallel evaluation of the objective function for sets (batches)
of candidates. A universal objective-function evaluation kernel template is presented,
with dynamic specialization and compilation for a specific applied model. Based on the
proposed parallel computation method and the hybrid CPU—GPU scheme, the algorithmic
support for parametric and structural identification of interval system models by bee-
colony software agents in the NVIDIA CUDA environment is provided.

The third chapter substantiates the architectural decisions of the software system
for identifying interval system models based on the Artificial Bee Colony algorithm. A
three-tier organization of the software system is described, consisting of the user
interface, the algorithmic library, and the CUDA computational backend. The chapter
further describes UML diagrams that formalize both the static structure and the dynamic
behavior of the system. Component and class models reflect module responsibilities and
key collaborations; state diagrams describe the life cycles of the ABC controller and the

CUDA executor with explicit recovery points after failures; the sequence diagram



11
illustrates the batched evaluation pipeline and the places where operations overlap. The
computer environment is implemented with a graphical user interface that supports
project management, CSV/JISON import/export, parameter validation, real-time
visualization of the search process and results, and profiling. Separating the graphical
interface from the computational library simplified maintenance and enabled a future
transition to cross-platform interfaces without changes to the algorithmic part. The final
part of the chapter presents the results of studying the time complexity of the developed
methods and software tools. It is shown that, depending on model complexity and the
dimensionality of experimental data, the GPU implementation reduces the iteration time
of the Artificial Bee Colony algorithm compared to the CPU implementation. The choice
of the optimal bee-colony population size parameter is proposed and justified depending
on the problem dimension. Using examples of constructing interval models for
environmental monitoring, it is established that for low-dimensional models (2-3
coefficients) the application of the proposed technology and computational methods is
irrational. When the dimensionality of the interval model increases to 10 coefficients and
the optimal bee-colony population size of 4096 is selected, the time complexity of
applying the proposed technology and computational methods decreases by more than 45
times. It is found that the higher the problem dimension, the higher the efficiency of the
proposed technology and computational methods.

The fourth chapter presents the results of validating the developed computer
environment for identifying interval system models on applied problems of
environmental monitoring, content credibility assessment, and rehabilitation of patients
with impaired upper-limb mobility. First, applied problems of environmental modelling
of harmful vehicle emissions are considered, namely, constructing a one-dimensional
model of carbon monoxide concentration propagation perpendicular to the roadway and
constructing a two-dimensional model of nitrogen dioxide concentration distribution
without accounting for its dispersion over a square area at a height of 1.5 m above the
roadway. Next, modelling of a social news network user profile is discussed. Resonant
topics can cause explosive spikes in activity; in such cases, the risk of spreading fakes or

manipulative content increases due to heightened emotionality. As a result, a feature of
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such communities is that their “profile” changes substantially depending on the nature of
news and the context in which it appears. Based on this feature, an interval model is
constructed that enables assessment of the credibility of content posted in the network.
Finally, the rehabilitation process of patients with impaired upper-limb mobility is
considered. During rehabilitation, physiotherapists measure key joint flexion angles of
the upper limbs. Based on these data, a dynamic model of recovery of upper-limb joint
mobility angles is built. This mathematical model allows therapists to track deviations
from the forecast and adjust sessions to personalize treatment, helping plan the
rehabilitation course and reduce the overall duration by 15-20%.

The practical significance of the obtained results lies in the development of a
computer environment for mathematical modeling of systems based on interval data
analysis which, unlike existing solutions, implements an interpreter of basis functions for
model construction and combines parallel operation of software agents with their dynamic
compilation. Taken together, this simplifies user access to interval modeling modules and
reduces the time complexity of model development.

Keywords: interval system models, mathematical model, parametric
identification, structural identification, behavioural model of artificial bee colony,
interval data analysis, GPU, parallel computing, NVIDIA CUDA, computational
modelling, optimization methods, inductive modelling, swarm intelligence algorithms.
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